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A B S T R A C T

Objectives: The aim of this study was to determine whether ChatGPT-4 can correctly suggest MRI protocols and 
additional MRI sequences based on real-world Radiology Request Forms (RRFs) as well as to investigate the 
ability of ChatGPT-4 to suggest time saving protocols.
Material & methods: Retrospectively, 1,001 RRFs of our Department of Neuroradiology (in-house dataset), 200 
RRFs of an independent Department of General Radiology (independent dataset) and 300 RRFs from an external, 
foreign Department of Neuroradiology (external dataset) were included. Patients’ age, sex, and clinical infor
mation were extracted from the RRFs and used to prompt ChatGPT- 4 to choose an adequate MRI protocol from 
predefined institutional lists. Four independent raters then assessed its performance. Additionally, ChatGPT-4 
was tasked with creating case-specific protocols aimed at saving time.
Results: Two and 7 of 1,001 protocol suggestions of ChatGPT-4 were rated “unacceptable” in the in-house dataset 
for reader 1 and 2, respectively. No protocol suggestions were rated “unacceptable” in both the independent and 
external dataset. When assessing the inter-reader agreement, Coheńs weighted ĸ ranged from 0.88 to 0.98 (each 
p < 0.001).
ChatGPT-4′s freely composed protocols were approved in 766/1,001 (76.5 %) and 140/300 (46.67 %) cases of 
the in-house and external dataset with mean time savings (standard deviation) of 3:51 (minutes:seconds) (±2:40) 
minutes and 2:59 (±3:42) minutes per adopted in-house and external MRI protocol.
Conclusion: ChatGPT-4 demonstrated a very high agreement with board-certified (neuro-)radiologists in selecting 
MRI protocols and was able to suggest approved time saving protocols from the set of available sequences.

Abbreviations: AI, Artificial Intelligence; ChatGPT-4, Chat Generative Pre-trained Transformer 4; LLM, large language model; MRI, magnetic resonance imaging; 
NLP, Natural Language Processing; RRF, radiology request form.
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1. Introduction

Selecting the appropriate magnetic resonance imaging (MRI) pro
tocol to elucidate a patient’s clinical diagnosis poses a significant chal
lenge for radiologists, particularly for less experienced radiologists 
[1,2]. It is essential to choose relevant sequences to aid in diagnosing 
and initiating the correct therapy. This process can be time-consuming 
and is also subject to inter-reader variability, as different radiologists 
may have varying preferences for specific sequences [3]. The Radiology 
Request Form (RRF) plays a critical role in the radiological workflow by 
facilitating communication between referring doctors and radiologists, 
thus enabling the selection of suitable radiological examinations and 
scanning protocols [4].

However, conducting unnecessary or incomplete examinations can 
lead to inefficient workflows, potential misdiagnoses, and treatment 
delays. As different MRI sequences highlight various aspects of the ex
amination area, selecting the right combination is crucial to balance 
sensitivity to specific changes while minimizing sensitivity to others 
[5,6].

Brown and Marotta evaluated three Natural Language Processing 
(NLP) models − random forest, support vector machine, and k-nearest 
neighbor – for automating key tasks in the brain MRI workflow: protocol 
selection, deciding on the necessity of an intravenous contrast agent, 
and examination prioritization. Their models achieved accuracies of 
82.9 %, 83.0 %, and 88.2 % for each respective task. Accuracy was 
defined as the proportion of correctly classified cases in their test dataset 
[7].

Furthermore, Kalra et al. developed NLP-based machine learning 
models for protocol assignment across various anatomical areas and 
imaging modalities, achieving a precision range of 76 % to 82 % in a 
dataset of over 18,000 CT and MRI scans [8]. This study supports the 
feasibility of classical NLP-driven automation in radiology protocol se
lection, highlighting the potential of Artificial Intelligence (AI)-based 
clinical decision support tools.

However, the potential of AI-based Large Language Models (LLMs), 
which are trained on extensive text data to recognize and simulate 
complex language patterns, has not been comprehensively surveyed in a 
clinical context [9,10].

Released in spring 2023, Chat Generative Pre-trained Transformer 4 
(ChatGPT-4) is an example of such an LLM, based on the widely adopted 
transformer architecture. It has undergone extensive training across 
multiple languages enabling it to generate responses that closely mimic 
human-like interactions with text input [11,12]. The Generative Pre- 
trained Transformer (GPT) architecture of ChatGPT-4 utilizes a neural 
network with self-attention mechanisms to process natural language and 
produce contextually relevant responses to the input text [13–17]. 
Consequently, ChatGPT has been investigated for its value in supporting 
especially the following areas in radiology: process optimization, report 
generation, education of medical staff and differential diagnosis 
[18–27]. In the area of diagnostic imaging selection, which can be seen 
as an intersection between process optimization and differential diag
nosis, Barash et al. evaluated whether ChatGPT-4 could recommend 
appropriate imaging studies for eight typical diagnoses in the emergency 
department, such as appendicitis, diverticulitis, and pulmonary embo
lism [28]. They provided ChatGPT-4 the clinical information of the 
patients and found that ChatGPT-4 succeeded in 38 out of 40 cases. 
Furthermore, Gertz et al. reported an 84 % agreement between 
ChatGPT-4́s choice of imaging modality, contrast agent application and 
acquisition of contrast enhancement phases compared to the reference 
standard when providing real-world RRFs [22].

To further analyze the value of ChatGPT in process optimization, 
clinical decision- making in MRI, and the training of medical staff, this 
study aimed to evaluate the performance of ChatGPT-4 in selecting 
correct MRI protocols and sequences based on clinical information, age, 
and sex of patients, as extracted from real-world RRFs. Additionally, this 
study investigated whether ChatGPT can independently compose 

appropriate MRI protocols and thereby save time.

2. Materials and Methods

2.1. Ehical approval

The retrospective study received approval from the local Ethics 
Committee for Clinical Trials on Humans and Epidemiological Research 
with Personal Data, IRB number: 312/23-EP. No patient-identifying 
information was supplied to ChatGPT-4.

2.1.1. Datasets
Data acquisition was conducted between August 2023 and July 

2024. During this period, a total of n = 1,001, 200 and 300 consecutive 
original in- and outpatient RRFs were retrospectively collected through 
a review of the radiologic information system. Specifically, 1,001 RRFs 
were obtained from the in-house department of neuroradiology (in- 
house dataset), 200 from the independent department of general radi
ology of our university medical center (independent dataset) and 300 
from an entirely external department of neuroradiology (external 
dataset). The in-house dataset covered the full range of institutional 
neuroradiological MRI protocols, as detailed in Supplementary Table 1. 
All available RRFs during the defined study period were included 
without further selection. The independent and external datasets were 
used to assess generalizability across different clinical settings and 
therefore did not reflect the complete protocol spectrum.

Table 1 gives an overview of the three different datasets included in 
this study.

Clinical indications were manually extracted from the RRFs by 
experienced (neuro-) radiologists (readers) for each dataset. No stan
dardization or pre-processing was applied beyond the removal of 
patient-identifying information, allowing ChatGPT to work directly with 
real-world referral language.

2.1.2. ChatGPT-4 and Prompt engineering
ChatGPT-4 was accessed through the web interface. During the study 

period, only a free and a paid version existed, and ChatGPT-4 was 
available exclusively in the paid version.

Prompt engineering was was performed on a small in-house dataset 
(n = 30) originally in German and only translated into English for the 
purposes of this paper using ChatGPT-4. No protocol- or sequence- 
specific tuning was performed. Except for these 30 in-house cases used 
to optimize the prompt/instructions provided to ChatGPT, no further 
modifications were made to the prompt. The prompt was tested 
repeatedly to ensure consistent and reproducible responses.

The same prompt was equally applied to all cases, with contextual
ization limited to the respective institutional MRI protocol lists and the 
case-specific input, i.e., age, gender, and clinical indication from the 
RRFs. The clinical parameters used as input were not altered and 
included only the patient’s age, gender, and the unmodified free-text 
clinical indication as stated in the original RRF. The exact prompt 
used for protocol composition, including the original German version 
and its English translation, is provided in Supplementary Table 2 and in 
the following paragraph.

For each case, a new browser session was initiated to reduce po
tential contextual memory effects. All ChatGPT-4 interactions were 
performed using a paid subscription account to ensure consistent access 
to GPT-4. This account was held by one of the study authors, a board- 
certified (neuro-)radiologist with 9 years of clinical experience.

2.1.3. Selection of pre-defined MRI protocols
Based on the patient’s clinical information, age, and sex, ChatGPT-4 

was instructed to identify the most suitable and time-efficient MRI 
protocol from pre-specified lists of MRI protocols of the three different 
institutions as well as additional sequences from the given sequences in 
the MRI protocols, each with its acquisition time listed. The lists of the 
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MRI protocols of the different institutions are presented in Supplemen
tary Table 1,3, 4; the exact input from the 1,001 in-house RRFs is pre
sented in Supplementary Table 5. The existing MRI protocols were based 
on the recommendations of the ESR and ACR-ASNR-SPR guidelines and 
were further optimized internally [29,30]. Apart from acquisition time 
of each sequence, ChatGPT was not provided with any further infor
mation on the individual sequences or the protocols.

The specific prompt for ChatGPT-4 translated into English was: 
“Your task is as follows: Based on the clinical information as well as age 
and sex of the patient from the radiology request form, you are to 
determine the MRI protocol for the requested examination from the list 
of MRI protocols which follows later in the prompt. It is important to 
make time-efficient decisions and, if necessary, to supplement the main 
protocol with individual sequences to address the research question 
adequately. For this purpose, the acquisition time of each sequence is 
written in brackets after each sequence, in the format “mm:ss“. Please 
also provide the total acquisition time of the chosen MRI protocol. There 
are the following main MRI protocols…”

After listing the MRI protocols (compare Supplementary Table 1, 3, 
4) and the case- specific input consisting of age, gender and clinical 
information of the patient (compare Supplementary Table 5 with 
exemplary input from the in-house dataset) the following instruction 
was given: „Please also consider the potential complications of the 
suspected diagnosis which guides your choice of MRI protocol and se
quences. Which main protocol and which additional sequences would 
you choose? The examination must remain time-efficient, therefore do 
not list any sequence twice.

2.1.4. Radiological reference rating
ChatGPT-4́s protocol suggestions were compared with expert de

cisions made by three board-certified (neuro-)radiologists (reader 1 (9 
years of experience), reader 2 (18 years of experience), reader 3 (10 
years of experience, external site)) and one board-certified radiologist 
(reader 4 (7 years of experience)), who were blinded to ChatGPT-4′s 
suggestions.

Rating categories were defined as follows: 

• Identical: Full agreement between ChatGPT-4 and the radiologist on 
both the

selected main MRI protocol and any additional sequences. 

• Acceptable: Differences existed, but the protocol was still deemed 
sufficient to

address the clinical question. 

• Unacceptable: The protocol failed to adequately address the clinical 
question or indication.

All ChatGPT-4 protocol suggestions were evaluated against expert 

consensus, which served as the reference standard throughout the study 
for classification as “identical,” “acceptable,” or “unacceptable.” All 
reported agreement metrics are derived from these consensus ratingas. 
The in-house and independent datasets were reviewed by Reader 1 and 
Reader 2, while the external dataset was assessed by Reader 3 and 
Reader 4 as seen in table 1 and 3.

2.1.5. Analysis of potential time savings
Furthermore, in an additional investigation, independent from the 

task previously presented, ChatGPT was instructed to freely compose 
individual protocols for each of the 1,001 in-house cases and all 300 
external cases from the MRI sequences within the respective MRI pro
tocol list (compare Supplementary Tables 1, 2 and 4), with the 
requirement that it should maintain full diagnostic validity but be as 
time-efficient as possible. Time differences reflect variations in the 
combination and duration of MRI sequences chosen by ChatGPT-4 
compared to those selected by reader 1 across the in-house dataset.

2.2. Statistical analysis

Descriptive statistical analyses were conducted using Microsoft Excel 
(Version 2007 Microsoft Corp., Redmond, USA). Inter-reader variability 
analysis was performed with SPSS (Version 27) using the weighted 
Coheńs kappa test to provide weighted ĸ- values. A Wilcoxon signed- 
rank test and paired sample t test were performed to compare the time 
savings. A p-value of < 0.05 was considered significant.

All data are presented as mean ± standard deviation, unless other
wise specified.

3. Results

3.1. Selection of pre-defined MRI protocols

3.1.1. In-house dataset
In the analysis of the 1,001 in-house cases, the three most frequently 

selected MRI protocols (according to reader 1) were: tumor protocol 
(25.17 %), multiple sclerosis (MS) protocol with contrast agent (23.40 
%), and ischemia protocol (13.99 %) (compare Supplementary Table 1). 
In 112 of 1,001 cases (11.19 %) additional sequences were required to 
supplement the main protocol (compare Table 2). The overall number of 
“identical”, “acceptable” and “unacceptable” cases in the in-house 
dataset was 989, 10 and 2 for reader 1 and 943, 51 and 7 for reader 2, 
respectively. Table 3 summarizes the results of the readings of all 
datasets.

Unacceptable decisions of ChatGPT versus reader 1 and reader 2 
were due to 1 and 4 differences in main protocol decisions, 1 and 1 
differences in additional sequences, and 0 and 2 differences in both main 
protocol and additional sequences. All unacceptable cases, along with 
exemplary acceptable and identical cases, are shown in Supplementary 
Table 6.

For all acceptable cases, the counts of differences in the choices of 

Table 1 
Overview of applied datasets.

Dataset Number of 
cases

Department Comment on the department Initial Reading Consensus 
Reading

Reason for Inclusion

Prompt 
engineering

30 Neuroradiology In-house cases, but no overlap 
with the in-house dataset

Not applicable Not applicable Prompt engineering

In-house 1,001 Neuroradiology ​ Reader 1 and 2 
independently from each 
other

Reader 1 and 2 
together

Large-scale assessment

Independent 200 General Radiology Same hospital as in-house dataset, 
but independent department

Reader 1 and 2 
independently from each 
other

Reader 1 and 2 
together

Confirmation in a broader 
general radiological context

External 300 Neuroradiology & 
ENT

Cases from the Netherlands Reader 3 and 4 
independently from each 
other

Reader 3 and 4 
together

True external validation
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main protocol and/or additional sequences are summarized in Supple
mentary Table 7.

3.1.2. Independent and external dataset
In both the independent and external dataset, no protocol sugges

tions of ChatGPT were classified as “unacceptable”. The number of 
differing protocol suggestions between ChatGPT and the radiologists 
were 2 of 200 cases (reader 1, independent dataset), 3 of 200 cases 
(reader 2, independent dataset) and 23 and 30 of 300 cases (reader 3 and 
4, external dataset).

3.1.3. Assessment of inter-reader variability
The weighted kappa-values of all readings ranged between 0.88 and 

0.98, indicating a very good agreement. All associated p-values were <
0.001, demonstrating that the observed agreement was statistically 
significant and not due to chance. Table 4 presents the assessment of 
inter-reader variability of all readings.

3.1.4. Analysis of potential time-savings
When ChatGPT-4 was tasked to freely compose time-efficient MRI 

protocols from the available sequences, these suggestions were 
approved in n = 766/1,001 (76.52 %) of the in-house cases and n = 140/ 
300 (46.67 %) of the external cases, leading to clear time savings with a 

significance of p < 0.001 (mean time saving (standard deviation) = 3:51 
min:seconds (±2:40) minutes and 2:59 (±3:42) minutes per adopted 
MRI protocol of the in-house and external dataset, respectively, compare 
Table 5).

4. Discussion

This study reports a high agreement in MRI sequence selection be
tween ChatGPT-4 and experienced board-certified (neuro-)radiologists, 
when original information from RRFs was utilized as input. This high 
agreement was achieved in three different datasets, covering a large 
scale in-house neuroradiology dataset (N = 1,001), a general radiology 
dataset from an independent department (N = 200), and an external 
dataset from a foreign institution (N = 300). The use of diverse datasets 
reflects the model’s robustness across different institutional settings. 
Furthermore, ChatGPT-4 achieved relevant measurement time savings 
when it was allowed to freely compose protocols from the available set 
of sequences, demonstrating its potential to improve clinical efficiency.

In more than three-quarters of the in-house cases and nearly half of 
the external cases, the MRI protocol suggestions by ChatGPT-4 were 
diagnostically appropriate and saved 17 % (in-house) and 16 % 
(external) of the acquisition time compared to the predefined MRI 
protocols in the adopted cases. The lower number of approved, time- 
saving protocols in the external compared to the in-house dataset 
might be due to the overall shorter MRI protocols in the external insti
tution compared to our MRI protocols (mean protocol acquisition time 
(± SD), external dataset: 18:29 (±07:04) minutes, in-house dataset: 
22:03 (±04:24) minutes).

Table 2 
Choice of specific MRI sequences in addition to the main MRI protocol (n = 112/ 
1,001 cases).

Additional sequences/protocols Absolute 
count

Relative count (% in n =
112)

coronal DWI 21 18.75
3D Inflow Angiography 15 13.39
supra-aortic contrast-enhanced 

MRA
29 25.89

sagittal T2 TSE 34 30.36
PCA 6 5.36
axial SWip 11 9.82
coronal T2 mDIXON 10 8.93
coronal T1 mDIXON CE 6 5.36
Orbita 3 2.68
coronal T2 1024 2 mm 7 6.25
axial T2 1024 2 mm 2 1.79
coronal temporal angulated FLAIR 3 2.68
axial FLAIR CE 2 1.79
keyhole 5 4.46
axial 3D T2 DRIVE 3 2.68
HWS CE 2 1.79
HWS Ligamenta 1 0.89
whole spine CE 2 1.79
coronal T1 non-contrast 1 0.89
coronal T1 CE 1 0.89

Abbreviations: Contrast-enhanced (CE), fluid attenuated inversion recovery 
(FLAIR), diffusion weighted imaging (DWI), susceptibility weighted imaging 
(SWIp), magnetic resonance angiography (MRA), driven equilibrium (DRIVE), 
phase contrast angiography (PCA), cervical spine (HWS).

Table 3 
Overview of reading results.

Dataset Reader Classification

identical acceptable unacceptable

In-house 
(n = 1,001)

1/ChatGPT 989 10 2
2/ChatGPT 943 51 7
1/2 951 45 5

Independent 
(n = 200)

1/ChatGPT 198 2 0
2/ChatGPT 197 3 0
1/2 198 2 0

External 
(n = 300)

3/ChatGPT 277 23 0

​ 4/ChatGPT 270 30 0
​ 3/4 273 27 0

Table 4 
Results from inter-reader variability assessment.

Dataset Reader Weighted Coheńs 
Kappa ĸ

p-value

In-house (n = 1,001) Reader 1 vs. 2 0.941 <0.001
​ Reader 1 vs. 

ChatGPT
0.933 <0.001

​ Reader 2 vs. 
ChatGPT

0.881 <0.001

Independent (n =
200)

Reader 1 vs. 2 0.974 <0.001

​ Reader 1 vs. 
ChatGPT

0.979 <0.001

​ Reader 2 vs. 
ChatGPT

0.969 <0.001

External (n = 300) Reader 3 vs. 4 0.951 <0.001
​ Reader 3 vs. 

ChatGPT
0.933 <0.001

​ Reader 4 vs. 
ChatGPT

0.937 <0.001

Table 5 
Time savings when ChatGPT-4 freely composed time-efficient MRI protocols 
from the given sequences.

Dataset No. of adopted 
MRI protocols 
according to 
ChatGPT́s 
suggestion

Mean 
absolute 
time saving 
per adopted 
protocol 
(hh:mm:ss)

Standard 
deviation 
(hh:mm: 
ss)

Mean 
relative 
time saving 
per 
adopted 
protocol 
(%)

p-value

In- 
house

n = 766/1,001 
(76.52 %)

00:03:51 ±

00:02:40
17 % <0.001

External n = 140/300 
(46.67 %)

00:02:59 ±

00:03:42
16 % <0.001

Time savings were calculated only for protocols adopted as diagnostically 
acceptable and shorter than the predefined standard protocols. Both datasets, 
including the In-house and independent dataset (n = 200), were evaluated 
independently.
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Notably, these time savings were particularly pronounced when 
ChatGPT-4 was allowed to freely compose MRI protocols based solely on 
the clinical question and available sequences without being constrained 
by predefined institutional protocols. This flexible approach enabled the 
model to tailor imaging strategies more precisely to the diagnostic need, 
often omitting unnecessary sequences while maintaining diagnostic 
quality. While predefined protocols aim to standardize imaging and 
ensure comprehensive diagnostic assessment, ChatGPT-4 demonstrated 
the ability to dynamically adjust protocol complexity in a time-efficient 
manner, offering a promising tool to optimize workflow and resource 
use in clinical practice.

Numerous studies to date have reported on a potential improvement 
of daily clinical workflows through AI, particularly with the use of 
ChatGPT-4 [12,31,32]. However, while many of these papers suggest a 
prospective benefit, our work demonstrates an immediately imple
mentable use case: The input consisted of anonymized and otherwise 
unmodified examination requests, meaning theoretically, any radio
logical resident could immediately utilize this support from ChatGPT in 
the browser without any implementation effort. Previous studies have 
shown that ChatGPT-4 can support decisions such as selecting exami
nation regions, contrast administration, or imaging modalities, 
achieving a correct decision rate of 84 % across all cases [22,32,33]. 
While ChatGPT can provide helpful initial protocol suggestions −
requiring revision in only a small percentage of cases − it must always be 
used under expert supervision. Particularly in educational settings, there 
is a risk that less experienced radiologists may over-rely on AI output, 
potentially adopting incorrect decisions. Prior studies have shown that 
junior clinicians are more susceptible to AI bias than experienced ones 
[34]. Thus, AI should complement, not replace, structured radiology 
training and critical thinking.

Our study, however, focused on the determination of MRI protocols 
and sequences, a potentially more complex task as this requires 
ChatGPT-4 to not only identify potential differential diagnoses but also 
to ascertain the most effective MRI approach for evaluating these con
ditions [21]. Therefore, our research expands upon the existing litera
ture, as Chat-GPT performed a particularly advanced medical task out- 
of-the-box with very high precision in a large cohort of 1,001 cases, 
which was confirmed in an independent and external validation. 
Remarkably, ChatGPT-4 was able to justify its choice for each selected 
sequence on a case-by-case basis, even though the prompt did not 
include any explanations for the sequences. Additionally, an analysis of 
whether the choice of additional sequences could be traced back to 
specific trigger words found no keywords. Instead, it appeared that 
certain descriptions of symptoms, much like with human experts, must 
have guided the selection of supplementary sequences.

These findings underscore that ChatGPT-4 should be regarded 
strictly as a supplementary tool that supports, but does not replace, the 
clinical judgment of the responsible radiologist. Human oversight re
mains essential to ensure diagnostic safety, particularly in cases where 
incorrect or suboptimal suggestions could lead to adverse consequences 
such as unnecessary administration of contrast agents. In our study, a 
small number of protocol suggestions were classified as “unacceptable,” 
reflecting scenarios where ChatGPT-4’s output failed to fully address the 
clinical question. While such cases were rare, they illustrate that not all 
exceptional situations can be anticipated or fully covered through 
prompt design alone. One possible improvement may include more 
specific instructions in the prompt, such as advising against contrast use 
in pediatric patients. Therefore, oversight by a qualified physician re
mains an indispensable aspect of using AI tools like ChatGPT-4 in clin
ical settings.

The integration of AI in medical education, particularly in the 
training of radiology residents, is a subject of debate. However, the 
consensus is increasingly recognizing AI’s potential in various educa
tional aspects. AI can prioritize urgent cases for prompt review by su
pervising physicians, tailor learning materials to the specific needs of 
residents, and enhance the quality of radiology reports drafted by them 

[23,35–37]. This study underscores how residents could effectively 
utilize ChatGPT-4 to assist in determining the appropriate MRI protocol 
based on available clinical data. In all 1,501 analyzed cases, ChatGPT-4 
provided justifications for its choices of MRI protocols and additional 
sequences. These detailed, case-specific explanations present a unique 
educational opportunity for trainees, allowing them to follow the 
model’s clinical reasoning and compare it with expert decisions under 
supervision. As such, the application of ChatGPT-4 may be particularly 
beneficial for less experienced radiologists not only as a training aid but 
also as a support tool in clinical routine. Beyond education, our findings 
suggest that ChatGPT-4 has the potential to enhance workflow effi
ciency, improve resource utilization, and ultimately contribute to cost- 
effective radiological practice. One limitation of using a continuously 
evolving LMM such as ChatGPT is the potential variability in output 
across different model versions. As ChatGPT is regularly updated, 
identical prompts may not consistently produce the same responses over 
time. While newer versions may offer improved performance, this dy
namic nature poses challenges for reproducibility and clinical valida
tion. Similarly, even slight changes in the wording or structure of a 
prompt can lead to different outcomes. This prompt sensitivity high
lights the importance of maintaining consistent prompt formulations for 
clinical use and ensuring regular revalidation when new prompts or 
model updates are introduced. To address this issue, locally hosted LLMs 
are currently under investigation [38]. These models can offer greater 
control, stability, and compliance with data protection regulations, 
particularly in clinical environments. However, they may lack the 
continuous optimization and performance gains of cloud-based models, 
highlighting a trade-off between consistency and innovation [39].In 
light of these considerations, we suggest that future clinical imple
mentations of LLMs in clinical workflows should include a structured 
prompt review and revalidation process following each major model 
update. Based on our experience, such re-evaluation could involve 
testing the updated model on a small representative dataset (e.g., 30 
referral cases) to ensure that prompt performance remains aligned with 
clinical expectations and intended use.

To overcome current limitations of ChatGPT in clinical use, struc
tured validation and feedback are essential. As outlined by Pianykh et al. 
(2020), continuous learning principles, such as expert supervision, 
version tracking, and outcome-based revalidation, can help maintain 
safety and improve performance over time, even in non-adaptive AI 
systems [34].

As with any retrospective analysis, our study has several limitations. 
A more comprehensive evaluation of ChatGPT-4′s performance, 
including integration of additional clinical data such as structured re
ports or laboratory findings, could further enhance the model’s clinical 
relevance. Additionally, the current version of ChatGPT-4 has not un
dergone formal clinical validation, and its use in healthcare remains 
limited to supportive, non-decisive functions. Any application of such AI 
tools must adhere to regulatory standards concerning data protection 
and patient safety, which are not yet fully defined or standardized in the 
context of large language models. Some deviations between ChatGPT-4 
and expert decisions were observed, particularly in cases classified as 
“acceptable” or “unacceptable.” These discrepancies may result from 
variable clinical language, ambiguous referral phrasing, or limitations in 
the model’s contextual understanding. Future efforts could focus on 
standardizing referral formats or refining prompts to include explicit 
clinical priorities or constraints. Furthermore, our study focused pri
marily on neuroradiological scenarios. To assess the broader applica
bility of ChatGPT-4 in radiology, future research should investigate its 
performance in musculoskeletal, thoracic, abdominal, and other sub
specialties using similarly structured validation frameworks. Future 
studies will explore other open source LLMs hosted publicly as well as 
locally.

In conclusion, while ChatGPT-4 emerges as a promising tool in 
supporting neuroradiological practices, its integration should be un
dertaken with care, highlighting the synergistic relationship between AI 
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and human expertise. It must be emphasized that the final decision- 
making authority regarding the protocol to be applied and the full re
sponsibility remain with the radiologist.

However, the insights gained from this study advocate for the 
feasibility of integrating AI tools like ChatGPT-4 as a means of support 
within clinical workflows, potentially leading to more efficient and 
patient-tailored radiological assessments. Furthermore, it could serve as 
a valuable adjunct for educational and training purposes, complement
ing the standard care provided by experienced neuroradiologists. 
Importantly, this application of ChatGPT-4 is readily deployable in the 
clinical environment without requiring additional implementation ef
forts or raising new data protection concerns.
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